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The wavelength of the monochromatic beam of two different neutron diffractometers has been measured 
with an extrapolation to eliminate systematic errors, similar to that used in X-ray lattice parameter 
measurements. An accuracy of 1 part in 5000 has been achieved for the instrument at a high-flux reactor. 
The wavelength measurement provides the first step towards the absolute determination of lattice 
parameters by neutron diffraction. 

Introduction 

Measurements of lattice parameters are seldom made 
by neutron diffraction, because of the low-beam inten- 
sities and poor resolution in comparison with X-ray 
experiments. If such measurements could be made, 
however, this would be of benefit for certain special 
experiments, such as some examinations of a minority 
phase in a two-phase sample, where measurements are 
difficult or impossible by X-ray methods. One obvious 
problem in neutron diffraction is lack of precision in the 
value of the wavelength of the neutron beam. For 
example, the wavelengths of the characteristic X-radia- 
tion, used in normal powder work, are invariant and 
known to about 1 part in 105 (International Tables for 
X-ray Crystallography, 1962). The wavelength of a 
neutron beam, on the other hand, depends on the in- 
strument concerned, particularly its geometry and the 
monochromating crystal used. Although there seems 
to be no definite convention, it is unusual to find neu- 
tron wavelengths specified reliably to better than 1 part 
in 100, except that occasionally the figures given indi- 
cate the power of the adding machines used rather 
than the experimental accuracy achieved. The aims of 
the present experiment were not only to establish the 
value of wavelength for the diffractometers used, but also 
to find the error in the value. The error in lattice par- 
ameter in any subsequent experiment could then be 
evaluated from the differential form of the Bragg equa- 
tion. 

The determination of neutron wavelengths 

The wavelength of the monochromatic beam of a neu- 
tron diffractometer is generally measured by experi- 
ment. The diffraction pattern of a standard sample is 
recorded and the neutron wavelength calculated from 
the angular positions of the most intense peaks and 
the (known) lattice parameter of the specimen. For 
example, a standard sample of nickel is frequently used 
and the calculations applied in turn to the intense 111 
and 200 peaks. Although slightly different values of 
wavelength may result from these two calculations, an 
average value suffices to the limits of accuracy usually 
employed. 

In accurate X-ray measurements of lattice param- 
eters, the effect of various limitations in the experiments 
is to produce a systematic variation in the position of 
Bragg peaks from their expected positions. This results 
in an apparent variation of lattice parameter with 
Bragg angle, and the effects of this are corrected for by 
various extrapolation procedures (Nelson & Riley, 
1945). The present measurements were intended to 
establish whether such extrapolation procedures were 
applicable to the accurate measurement of neutron 
wavelength and to establish the correct choice of 
sample and data analysis accordingly. 

Experimental 

Two accurate determinations of neutron wavelength 
have been made, one on the Curran powder diffracto- 
meter at the Dido Reactor, A.E.R.E., Harwell, the 
other on the D2 diffractometer at the high-flux reactor 
of the Institut Laue-Langevin, Grenoble. 

In the A.E.R.E. experiment the ordered alloy Cu9Al4 
(Bradley, Goldschmidt & Lipson, 1938) was used because 
of the even distribution of peaks in the diffraction 
pattern. Some difficulty was experienced, however, in 
resolving neighbouring peaks at high angles, and only 
eight peaks were resolved well enough to be used in the 
analysis. The instrumental resolution could not have 
been improved further to alleviate this, since the lower 
peak intensities which would have resulted could not 
have been tolerated, as the time taken to record the 
diffraction pattern was 48 h. Some advantage was 
gained because the diffractometer was a multicounter 
device and three distinct counter records were amalga- 
mated to provide data. 

For the I.L.L. experiment, an NaC1 powder sample 
was used. The reflexions were more suitably spaced and 
12 well resolved peaks were obtained. A smaller incre- 
mental step length was used, which helped the delinea- 
tion of the peaks. In this case it took 20 h to record the 
diffraction pattern. 

For both instruments, separate scans were made 
through the incident beam to evaluate the zero error 
of the 20 scale and to examine the incident beam 
profile. 
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Extrapolation procedure 

The results of the experiments were analysed as follows. 
The Bragg angle 0 for each peak in the diffraction pat- 
tern was obtained from its position and the position 
of the incident beam. Both measurements were an aver- 
age of mid-chords at several heights. A value of lattice 
parameter for each peak was calculated, using the ap- 
proximate value of the wavelength (1.06 A and 1.14 A 
for Harwell and Grenoble respectively). The values of 
lattice parameter obtained had a systematic variation 
with 0, as shown in Figs. 1 and 2, where they are plotted 
against cot 0. In the equivalent X-ray experiment it is 
unusual, although not impossible, for such a graph to 
have a positive slope. Figs. 1 and 2 show that for the 
neutron case both positive and negative slopes may 
occur. Although the neutron and X-ray experiments 
are similar there are important differences, such as the 
fact that the neutron counter travels to just one side of 
the incident beam, namely the focusing side of the two- 
axis instrument (Wagner & Kulenkampff, 1922). Al- 
though the precise influence of the various limitations 
in the neutron experiment are not well known, Figs. 
1 and 2 suggest that extrapolation against cot 0 is a 
reasonable approximation. 

A straight line was fitted to the points of the graphs 
by computer, by means of a least-squares method. The 
extrapolated value of the lattice parameter was then 
noted. The value assumed for the wavelength was then 
changed (effectively altering the values of ordinate of 
all the points) until the straight line extrapolated to the 
known value of lattice parameter of the specimen. 
Fig. 1 illustrates this for the case of the A.E.R.E. ex- 
periment, in which the value of the wavelength was re- 
quired to be 

2=  1.0612/~. 

A separate X-ray experiment was carried out to find 
the lattice parameter of the CugA14 specimen, which 
yielded a0 = 8.7035 + 0.0005 A, in good agreement with 
earlier work (Nelson & Riley, 1945). 

Exactly the same procedure was followed with the 
data from the I.L.L. experiment, on the D2 instrument, 
except that the value of lattice parameter of the sample 
was taken to be a = 5"6406 A. This value was calculated 
for the measured ambient temperature with the values 
of lattice parameter and coefficient of thermal expan- 
sion provided in International Tables for X-ray Cryst- 
allography (1962). The wavelength value was found to 
be 2=  1.14981 A and in Fig. 2 the single set of points 
appropriate to this value is shown. 

It was necessary to calculate the error in the values 
obtained in order to decide the number of significant 
figures, and this could be done with reference to the 
experimental errors, rather than to the systematic 
variations which the extrapolation procedure elimi- 
nates. 

The points of Figs. 1 and 2 were accordingly fitted by 
a straight line by means of a least-squares mctho.d for 

three different schemes and this allowed the error in the 
value of wavelength to be found. 

In the first case, all the points were given equal weight 
and fitted by a straight line as in the equivalent X-ray 
experiment. In the second case note was taken of the 
error in each point on the graph, by weighting each 
point appropriately prior to the fitting. This error was 
derived from Aao = -ao cot OAO, where dO is the error 
in peak position caused by the statistical spread of the 
counts of that peak, evaluated directly from the counter 
record. These errors are shown on the points in Figs. 
1 and 2, where the smaller error bars in Fig. 2 result 
from the better statistical reliability of the high-flux 
instrument and the smaller incremental step in 20. The 
way in which the sizes of these errors vary throughout 
the diffraction pattern depends on a number of factors, 
such as the resolution and the intensities of the peaks 
themselves. Fig. 2 illustrates clearly the distinction be- 
tween these errors and the systematic variations, since 
for the low-angle peaks the systematic variation is 
largest (as expected) while the random error is small 
because the peaks are intense and well resolved. In the 
third case a weighting for the points proportional to the 
peak area was given, on the simple assumption that the 
more intense the peak the more accurately its position 
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Fig. 1. Variation of measured a0 with cot 0 for CugAL, Curran 
diffractometer. Points resulting from three different choices 
of w~velength arc indicated, 
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could be found. Such a weighting would be useful in a 
more superficial analysis in which the real errors Aa0 
were not explicitly evaluated. For each of these three 
cases a straight line was fitted to the experimental 
points by means of a least-squares method [see Mulvey 
(1964), for example]. The resulting lines for the second 
experiment are shown in Fig. 2. The values of the inter- 
cept and the slope of the lines were recorded, and the 
error in the slope and the error in the intercept also 
calculated by the computer, with the equations derived 
from general statistical theory (Mulvey, 1964). The 
values obtained in the computation are given in Table 
1, rounded off in accordance with the errors obtained. 
(We are grateful to Dr L. Gillott of this department for 
the use of his program for the above calculations). 

Table 1. Lattice parameter and wavelength values 
Curran Diffractom- D2 Diffractometer- 

eter - CugAla NaC1 
ao (A) &ao (A) ao (A) ~ao (A) 

Unweighted 8.703 + 0.004 5" 641 _+ 0.001 
Weighted (1) 8.706 _+ 0.002 5.640 4- 0.002 
Weighted (2) 8.703 _+ 0.003 5.642 _+ 0.001 
Mean 8.704 +__ 0.003 5.641 _+ 0.001 
Corresponding 1.0612 _+0.0004 1.1498 _+0.0002 
Wavelength 

The errors in the value of wavelength selected can be 
evaluated from Table 1, since for a small change in the 
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Fig. 2. Variation of measured a0 with cot 0 for NaC1, D2 difo 
fractometer, for value of wavelength 2=1.1498 A. The 
variation in intercept caused by different line fitting proce- 
dures is illustrated, all points of equal weight; 

points weighted according to Aa0; 
points weighted in proportion to peak intensity. 

slope of the fitted line (and hence intercept) there is a 
corresponding small change in wavelength required to 
ensure that the line extrapolates to the known value of 
lattice parameter. From the fractional variation in 
extrapolated value of lattice parameter we find the 
error in wavelength. 

2CURRAN = 1"0612 + 0"0004 A 

2oz = 1" 1498 + 0"0002 A .  

Thus by the use of an extrapolation techinque the 
wavelength of the neutron beams of the two instru- 
ments has been measured to about 1 part in 2500 for 
the A.E.R.E. instrument and to 1 part in 5000 for the 
I.L.L. instrument. Although the error is worse than the 
equivalent X-ray value, the experiment does indicate 
that the neutron diffraction determinations can be 
made to a greater accuracy than suggested by the ap- 
proximate results which are normally published. The 
two experiments described above were wavelength 
calibrations performed within the course of other in- 
vestigations. The samples and experimental times were 
comparable with those of the main experiments. The 
aim was to find the wavelength value to an accuracy 
comparable with that of the rest of the investigation 
rather than to consider the absolute limits of the tech- 
nique. For example, similar experiments using a high- 
resolution instrument and an appropriate sample (giv- 
ing of the order of 100 peaks in the diffraction pattern) 
might show that the limits of accuracy ultimately rest 
with the constancy of the reactor itself, rather than with 
the neutron instrument. One aim in presenting the 
results is to show that due cognisance must be taken of 
the possible systematic variations and of methods for 
their removal. In this context it may be remarked that 
whilst the growing use of powerful computer methods 
for the analysis of powder diffraction patterns (Riet- 
veld, 1967) enables structures to be refined to greater 
accuracy than hitherto, such techniques demand in 
turn a greater precision in the specification of such in- 
put data as the value of the neutron wavelength. 
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fully acknowledged. 
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